2038

IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 18, NO. 8, NOVEMBER 2010

Sound Field Reproduction Using Planar
and Linear Arrays of Loudspeakers

Jens Ahrens and Sascha Spors

Abstract—In this paper, we consider physical reproduction
of sound fields via planar and linear distributions of secondary
sources (i.e., loudspeakers). The presented approach employs a
formulation of the reproduction equation in spatial frequency
domain which is explicitly solved for the secondary source driving
signals. Wave field synthesis (WFS), the alternative formulation,
can be shown to be equivalent under equal assumptions. Unlike
the WFS formulation, the presented approach does not employ
a far-field approximation when linear secondary source distri-
butions are considered but provides exact results. We focus on
the investigation of the spatial truncation and discretization of
the secondary source distribution occurring in real-world im-
plementations and present a rigorous analysis of evanescent and
propagating components in the reproduced sound field.

Index Terms—Ambisonics, spatial aliasing, spectral division
method, wave field synthesis, spatial Fourier transform.

1. INTRODUCTION

WO alternative groups of approaches targeting the phys-
T ical recreation of sound fields have evolved. The first
group of these approaches bases on the straightforward solu-
tion of the reproduction equation for the loudspeaker driving
signals. The best-known representative of these approaches
is Ambisonics. Its initial formulation is presented in [1]. The
alternative is known as wave field synthesis (WFS), e.g., [2],
and is derived from the Rayleigh integrals and from the Kirch-
hoff-Helmbholtz integral [3] respectively.

A number of approaches closely related to Ambisonics have
been presented, e.g., [4]-[10]. The loudspeaker driving signals
are determined via a formulation of the reproduction equation
in the spherical harmonics domain which leads to an equation
system which is solved. Alternatively, the approach presented in
[11] straightforwardly sets up a simultaneous equation system.
Approaches [4]-[7], [11] employ numerical algorithms in the
solution of the equation system and are therefore computation-
ally expensive and give only little insight into the fundamental
properties of the actual reproduced sound field. The analytical
formulations presented in [8]-[10], however, are perfectly trans-
parent and therefore overcome above mentioned shortcomings.
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Approaches [5], [6], [8], [9] cannot be applied on linear and
planar secondary source! contours but are restricted to circular
and spherical ones. Approach [10] on the other hand is gener-
ally applicable on arbitrary enclosing loudspeaker arrangements
but has been explicitly applied only on spherical ones. Such a re-
striction does finally not hold for [4], [7], [11]. However, the for-
mulation of the latter does not exploit any a priori knowledge of
the actual loudspeaker setup giving away the potential to reduce
computational complexity and does not exhibit the transparency
of analytical approaches. We therefore seek for alternative so-
lutions.

WES, the alternative to the above mentioned approaches,
e.g., [2] and [12], employs a modified formulation of the Kirch-
hoff-Helmbholtz integral to determine the loudspeaker driving
signals in an analytical and efficient manner. In the case of
planar and linear setups of omnidirectional loudspeakers, the
resulting formulation is equivalent to Rayleigh’s first integral
formula [3]. However, the resulting formulation allows for a
loudspeaker directivity compensation only within the limits
of the stationary phase approximation which is applied in the
approach [13].

In the context of WES, the process of compensating for de-
viations of the properties of the reproduction system from the
theoretical requirements (e.g., freefield conditions or omnidirec-
tional secondary sources) is typically formulated on the basis of
the theory of multiple-input-multiple-output (MIMO) systems,
e.g., [14]-[17]. The compensation is thus not included in the
fundamental physical formulation.

The adaptation of the Ambisonics-like analytical approach
from [8] to the employment of planar and linear loudspeaker
arrangements has already been presented by the authors in [18].
The reproduction equation is formulated in the spatial frequency
domain (in this case it is the wavenumber domain) in order to
analytically derive the secondary source driving signals. Due
to the fact that for any given geometry the secondary source
driving signals are always yielded by a division in a suitable
spatial spectrum domain, we term the approach spectral division
method (SDM).

In this paper, we revisit the formulation of the SDM from
[18] and concentrate on the investigation of the consequences of
spatial discretization and truncation occurring in real-world im-
plementations. The SDM is principally not restricted to the em-
ployment of secondary monopole sources. However, we focus
on the fundamental physical properties of the approach and do
not explicitly treat complex secondary sources.

'We do not speak of loudspeakers but rather of secondary sources in the con-
text of continuous distributions. The term secondary source represents a more
abstract concept of a spatially continuous sound source than the notion of loud-
speakers which typically refers to something discrete.
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Fig. 1. Coordinate systems used in this paper. (a) Spatial domain. (b)

Wavenumber domain.

Nomenclature: The following notational conventions are
used. For scalar variables, lowercase denotes the time domain,
uppercase the temporal frequency domain. The spatial fre-
quency domain (wavenumber domain) is indicated by a tilde
over the respective symbol. The dependent variables of a given
quantity in the spatial frequency domain indicate with respect
to which dimension the spatial frequency domain is considered,
e.g., IN’(km,y,z,w) means that P(x,w) is considered in the
wavenumber domain only with respect to k.

Vectors are denoted by lowercase boldface. The three-dimen-
sional position vector in Cartesian coordinates is given as x =
[y 2]T. Refer also to the coordinate systems depicted in Fig. 1.

The acoustic wavenumber is denoted by k. It is related to the
temporal frequency by k? = (w/c)? with w being the radial
frequency and c the speed of sound.

Outgoing spherical waves are denoted by (1 /7Jx|)e_jk"‘|,
monochromatic ~ plane  waves by e XewX  with
kI = [bpwa kpwy kpwz] = kpw - [cOSOpy sin dpy
SiN Gy SIN Ppw COS Ppw] and (Opw, Ppw ) being the propagation
direction of the plane wave. j is the imaginary unit (j = /—1).

We refer to secondary sources rather than to loudspeakers
since we assume their distributions to be continuous at first
stage.

II. DERIVATION OF THE SECONDARY SOURCE
DRIVING FUNCTIONS

In order to analyze the properties of the sound field repro-
duced by planar and linear secondary source distributions, we
have to find the appropriate secondary source driving signals.
The procedure is outlined in the following.

In each subsection, we exemplarily derive the explicit driving
signals to reproduce a sample plane wave of given propagation
direction and frequency. The obtained results can be straight-
forwardly extended to the reproduction of complex sound fields
via the angular spectrum representation [3]. The latter repre-
sents the decomposition of wave fields into a continuum of plane
waves in a source-free region. The appropriate combination of
the driving signals for plane waves as indicated by the angular
spectrum representation yields the driving signals for a given
complex sound field to be reproduced.

For simplicity, we assume the secondary sources to be omni-
directional since this is the simplest and most revealing case.
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Fig. 2. Tllustration of the setup of a planar secondary source situated along the
x-z-plane. The secondary source distribution is indicated by the gray shading
and has infinite extent. The target half-space is the half-space bounded by the
secondary source distribution and containing the positive y-axis.

A. Continuous Planar Secondary Source Arrays

The sound field reproduced by secondary sources continu-
ously distributed along the z-z-plane (refer to Fig. 2) is given
by [18]

P(x,w) = // D(xqp,w) - G(x — X, w) dzodzg (1)

where xg = [z 0 zO]T denotes the position of the secondary
source driven by the signal D(xg,w). G(x — Xo,w) denotes
the spatio-temporal transfer function of the secondary source
located at x, i.e., the temporal spectrum of the sound field it
emits when it is fed by a temporal impulse. Note that we assume
G( ) to be shift invariant (we write G(x — xo,w) instead of
G(x|xg,w)) [3]. This requires that all secondary sources have
to have equal spatio-temporal characteristics and orientation.

Before solving (1) for the secondary source driving signal,
we have to note that we cannot expect to be able to reproduce
arbitrary sound fields. The given secondary source setup will
only be capable of creating wave fronts that propagate away
from it. Furthermore, the secondary source distribution divides
the space into two half-spaces one of which we have to choose
as target half-space in which we reproduce the desired sound
field. The reproduced sound field in the other half-space is a
byproduct whose properties are determined by the secondary
source driving function D(xg,w) and the directivity of the sec-
ondary sources in that half-space.

We consider these constraints by choosing the half-space
bounded by the z-z-plane (the secondary source distribution)
and containing the positive y-axis as the target half-space. We
furthermore allow only wave fronts traveling into the target
half-space to be reproduced.

In order to simplify the mathematical treatment, we replace
the positional coordinate y in all considered quantities with |y|
and indicate the replacement by subscripting a given position
dependent quantity with |y|, e.g., G|y (2,9, 2) = G(z,|y|, 2).
Such a function G'|,;| then exhibits the property G|, (z,y,2) =
Gy (z, =y, 2) = Gy|(z, |y, z). This has the following conse-
quences. 1) All considered quantities are symmetric with respect
to the secondary source distribution. 2) We loose all informa-
tion about the half-space containing the negative y-axis. Conse-
quence 2) is not a drawback since, as we have noted above, only
one half-space can be controlled independently anyway.
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Equation (1) essentially constitutes a two-dimensional convo-
lution along the spatial dimensions x and z, respectively. This
fact is revealed when (1) is rewritten as

P(x,w) / D([z0 0 zo]T,w)

x G(lzy 2" —

/ D($070720,w)

x G(x — xo,y, 2z — 20, w) dzodzg
= D(X|y=0,w) *5 *.G(x,w) ()

[£0 0 20]", w) dzodzo

where the asterisk *; denotes convolution with respect to the
indexed spatial dimension [19]. Thus, the convolution theorem

P|y\(km7 Y, kz; ‘U) = D(k$7 kZ7 w) . é|y\(km7 Y, kz; w) (3)
holds [19]. Refer to Appendix A for the definition of the Fourier
transform used in this paper.

The secondary source driving function in wavenumber do-
main is given by
By (ke y, ko, w) @
G|y\ (k.r Y, kz7 w)

and in temporal spectrum domain by
/ / By (ko y. k=, w)
Gy (

In order that D(ky,k.,w) and D(z,z w) are defined
G\y|(kz,y, k-,w) may not exhibit zeros.

From (4) and (5) it is obvious that the driving signal is es-
sentially yielded by a division in spatial frequency domain. We
therefore refer to the presented approach as spectral division
method (SDM). Equation (5) suggests that D(z, z, w) is depen-
dent on the distance y of the receiver to the secondary source
distribution since y is apparent on the right-hand side of (5). It
will be shown below that under certain circumstances, y does
indeed cancel out making D(z, z,w) independent from the lo-
cation of the receiver.

Example: In the remainder of this subsection, we demon-
strate the derivation of the driving function for a sample plane
wave of given propagation direction to be reproduced by a con-
tinuous planar distribution of secondary point sources.

The explicit expressions for P (ks,y,k.,w) and
ély\ (kz,y,k.,w) are derived in the Appendices and are
given by (49) and (53). Due to the constrained validity of the
involved transformations, the following equations are only
valid for kpy , > 0 (refer also to the appendices), i.e., for plane
waves propagating into the target half-space.

The wavenumber domain representation of in (53) reveals
that the spatio-temporal transfer function of omnidirectional
sources do indeed have a propagating and an evanescent com-
ponent. It is remarkable that choosing a propagating plane wave
as desired sound field triggers exclusively the propagating part
of G|(-). Mathematically, this fact is reflected by the sifting

D(ky, k., w) =

v,y k=, w)
kyyy, ke, w)

xe ke eIk 2 qp dk.. (5)

D(z,z,w)
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property of the Dirac delta functions (49) which perfectly
suppresses the evanescent component of G( - ).

Inserting (49) and (53) into (4) and exploiting the sifting prop-
erty of the delta function [19] yields

Dpw(km kryw) = 8”2jkpw,y

O(ky — kpw,w) 6(ks — kpw,2) X 2m60(w — wpw).  (6)

Note that INDPW(kx, k.,w) is indeed independent from y under
the given assumptions.
Finally, the driving function is given by

Dy (2, 2,w) = 2k g €7 F0m =T e 700w 22 5 O (W — Wiy ).

(7
Transferred to the time domain and formulated for broadband
signals, (7) reads

2
dpw (T, 2,1) = = sin by sin gy
c
0
X &s (t - — €08 Opyy SIN Py — % cos <Z>pw) ®)

where 5(t) denotes the time-domain signal that the plane wave
carries. Thus, the driving signal for a secondary source at a
given location is yielded by differentiating the time domain
input signal with respect to time and weighting and delaying
it. The differentiation and the weight are independent from
the position of the secondary sources and can therefore be
performed on the input signal. The delay is dependent both
on the propagation direction of the desired plane wave as well
as on the position of the secondary source. It therefore has
to be performed individually for each secondary source. This
constitutes a computationally efficient implementation scheme
compared to the numerical approaches in [4], [7], [11]. The
implementation scheme of the presented approach is similar to
that of WFS [12] (refer also to Section IV).

Finally, note that the temporal derivation in (8) compensates
for the spatial integration taking place in (1).

B. Continuous Linear Secondary Source Arrays

Despite the simple driving function for the planar secondary
source array, this setup will be rarely implemented due to the
enormous amount of loudspeakers necessary. Typically, audio
reproduction systems employ linear arrays or a combination
thereof. For convenience, the secondary source array is assumed
to be along the z-axis (thus xg = [z 0 0]7, refer to Fig. 3).

For this setup the analog to the reproduction equation for
planar arrays (1) is given by [18]

PM(X,w) = / D(xo,w) . Gm(x — Xo,w) d:L’U. (9)

Similarly to (1), (9) can be viewed as a convolution integral. In
this case, the convolution is performed along the z-axis and the
convolution theorem

15‘y|(km,y,z,w) :D(kx7w)'ély\(krvyvsz) (10)
holds. The secondary source driving function in wavenumber

domain is thus given by

o IN) k?‘7 Lad]
Dk ) = ool 2:)

(11)
Gy (kz,y, 2,w)
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Fig. 3. Tllustration of the setup of a linear secondary source situated along the
x-axis. The secondary source distribution is indicated by the gray shading and
has infinite extend. The target half-plane is the half-plane bounded by the sec-
ondary source distribution and containing the positive y-axis. Thin dotted lines
indicate the reference lines (see text).

and in temporal spectrum domain by

1 [ Pk .
D(z, :_/ M'y' Y2 w) eIk gl (12)
Gly|(

2w

Again, C~7’|y|(km, Y, z,w) may not exhibit zeros.

As with planar secondary source distributions, we intention-
ally assumed D(z,w) to be exclusively dependent on x be-
cause z is the only degree of freedom in the position of the sec-
ondary sources. See below for a discussion of the dependency
of D(x,w) on y and z.

Example: P|y‘( 2y Y, 2, w) and G‘y|(kz,y,z,w) for a plane
wave and secondary monopole sources are given by (48) and
(52).

Inserting (48) and (52) into (11) and applying the sifting prop-
erty of the Dirac delta function yields

e L

. 216 (k, —

4 (52 = by VI 7

X276 (w (13)

— Wpw)-

We find that |y| and z are apparent in the expression for the
driving function (13) suggesting that (9) can only be satisfied
for positions on the surface of a cylinder determined by d =
VP + 22
However, with such a linear secondary source distribution
like the one under consideration, the k;, k, and k. compo-
nents of the reproduced sound field cannot be controlled indi-
vidually [3]. The secondary source distribution radiates conical
wave fronts which have only one degree of freedom. The term
(wpw/c)® — k2, . in (13) is constant for a given temporal fre-
quency wpyw and given kpyw . and the relations
(“’%) R N L

(14)

= kgw(sin O pw sin? bpw + cos? pw)

_k%):v P
= const (15)
hold due to the dispersion relation. In order to illustrate (14)
and (15) we temporarily switch to cylindrical coordinates. We
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assume the linear axis of the coordinate system to coincide
with the secondary source distribution. k., , denotes the radial
wavenumber.

Relation (15) states that the radial wavenumber k. , is solely
dependent on the temporal frequency and the ki, , component
of the virtual plane wave. For a given azimuth 6, of the prop-
agation direction of the desired virtual plane wave, the zenith
angle ¢p,, is determined by relations (14) and (15) and vice
versa.

In other words, when a correct propagation direction of the
reproduced virtual plane wave is desired, (9) can only be sat-
isfied for receiver positions on a straight line parallel to the
secondary source distribution. On the opposite side of the sec-
ondary source distribution the reproduced sound field is also
correct on an according line but its propagation direction is mir-
rored. In spherical coordinates, these two receiver lines are de-
termined by d = /|y|? + 22 and (@ = Opw, = Ppw) OF
(¢ = —bpw,B = T — Ppw). This finding is in analogy to the
reproduction of a plane wave by a circular arrangement of sec-
ondary point sources where the reproduced sound field has to be
referenced to a point [8]. As a consequence, a correct propaga-
tion direction of the reproduced sound field can only be achieved
inside a target half-plane containing the secondary source dis-
tribution and the reference line.

We choose the horizontal plane containing the positive y-axis
as target half-plane where we also assume the receiver (e.g.,

the listener’s ears), thus z = 0. We consequently also have to
limit the propagation directions of the desired plane wave to the
horizontal plane (¢ppw < (w/2) or kpy » = 0). We set |y| to the
desired distance y,of > 0 from the secondary source array where
we want the sound field to be correct. Note that (13) provides
the potential to compensate for artifacts in listening positions
off the target plane. However, due to the conical property of
the reproduced sound field discussed above, phase errors and
incorrect propagation directions of the reproduced sound field
arise off the target plane. As will be explained more in detail in
Section IV.B, this type of reproduction is typically referred to as
2(1/2)-dimensional reproduction.
With the above mentioned referencing, (13) simplifies to

- 475 - eI Row yYrer

Dy (b, w) = — - 216 (ky — kpw.x)
HG? (K rer)
X216 (w — wpw) (16)
and finally
4 ;. _jkPW.yyref .
Dpw(«T-, (U) = 1(2)6 — e—jkpw_mil?
Hy™ (Kpw,yYret)
X2m6(w — wpw ).  (17)

Transferred to the time domain and formulated for broadband
signals, (17) reads

dpw (2,) = f(t) *: 8

xr . y f
X (t — — €08 Opw Sin Py — s
¢

sin O sin ¢pw) . (18)

f(t) denotes a filter with frequency response
4j

Flo)= —?
H(SZ) (kPW,yyref)
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Fig. 4. Sound pressure Py |y|(X,w) of a continuous linear distribution of secondary point sources reproducing a virtual plane wave of f, = 1000 Hz and unit
amplitude with propagation direction 6, = (7/4) referenced to the distance y.or = 1.0 m. The secondary source distribution is indicated by the dotted line.
Only the horizontal plane is shown. The values are clipped as indicated by the color bars. (a) R{ Ppw,jy|(X,w)}, (b) 20 - 1og ¢ | Pow, |y (X, w)].

the asterisk #, denotes convolution with respect to time, and $(#)
the time-domain signal that the plane wave carries. Thus, the
time domain driving signal for a secondary source at a given
location is yielded by applying a delay and a filter on the time
domain input signal. The transfer function F'(w) of the filter has
high-pass characteristics with a slope of approximately 3 dB per
octave.

F(w) is exclusively dependent on the propagation direction
of the desired plane wave and on the amplitude reference dis-
tance y,of. It is therefore equal for all secondary sources and
it is sufficient to perform the filtering only once on the input
signal before distributing the signal to the secondary sources.
The delay is dependent both on the propagation direction of the
desired plane wave and on the position of the secondary source.
It therefore has to be performed individually for each secondary
source.

As with planar secondary source distributions, this constitutes
a computationally efficient implementation scheme compared to
the numerical approaches in [4], [7], [11].

III. REPRODUCED SOUND FIELDS

A. Planar Secondary Source Arrays

The sound field reproduced by a continuous planar secondary
monopole distribution driven according to (7) is yielded by in-
serting (7) into (1). To solve the integrals one has to substitute
u =g — x and v = 29 — z and follow the procedure outlined
in Appendix C. One arrives then at (47) proofing perfect repro-
duction of the sample plane wave in the target half-space.

B. Linear Secondary Source Arrays

Inserting (17) into (9) yields the sound field reproduced by
a continuous linear secondary monopole source distribution
driven to reproduce the sample plane wave. Solving the integral
as indicated in Section III-A yields

e~ Ikpw .y Yret
2
Hé )(kpw,yyref)
e Thowet HO (koo P+ 22). (19)

P 11 (3, w) =

For |y| = yrr and z = 0 (19) exactly corresponds
to the desired sound field. However, for |y| #  ¥ret
or z # 0 the reproduced sound field differs from the
desired one. The arising artifacts are easily identified
when the far-field/high-frequency region is considered
(kpw,yYret > 1, kpwy/|y|?2 + 22 > 1). There, the Hankel
functions appearing in (19) can be replaced by their large ar-
gument approximation HS (z) = \/2/mze~i(=v(m)/2=(x/4))
[3]. The approximated reproduced sound field reads then

Yref
Vg2 + 2
x e Ikpw.a® o =ikow y VWP +22 (00

Pappr,pW,lyl(x>w) =

In the horizontal plane (the target plane, z = 0) in the far-field/
high-frequency region, the amplitude of the reproduced sound
field P(x,w) shows a decay proportional to /[y| _1, i.e., ap-
proximately 3 dB with each doubling of the distance to the
secondary source array. In the near-field/low-frequency region
the amplitude decay is slightly different and additionally, some
subtle spectral deviations are apparent. These findings have also
been derived by the authors in [8] for the reproduction of a plane
wave with a circular secondary point source distribution. Refer
also to Fig. 4. It depicts the real part and the magnitude of the
sound pressure of a continuous linear distribution of secondary
point sources reproducing a virtual plane wave of fi,, = 1000
Hz and unit amplitude with propagation direction 8., = (7/4)
referenced to the distance Yy, = 1.0 m.

The exact formulation of the driving function, (17), allows for
referencing also in the proximity of the secondary source array.
Thorough investigation of this procedure is beyond the scope of
this paper and is subject to ongoing research.

IV. COMPARISON TO THE RAYLEIGH FORMULATION

In this section, we compare the presented approach to the al-
ternative formulation given by the Rayleigh integrals [3]. For
simplicity we exemplarily consider Rayleigh’s first integral for-
mula. The Rayleigh I integral states that a planar distribution
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of secondary monopole sources is capable of reproducing a de-
sired source-free sound field in one of the half-spaces bounded
by the secondary source distribution. The sound field in the other
half-space is a mirrored copy of the desired sound field.

Sound field reproduction based on Rayleigh’s first integral
equation is typically referred to as wave field synthesis (WFES)
(2], [12].

The original formulation of WFS assumes that the sec-
ondary sources have monopole characteristics. As mentioned in
Section I, a number of approaches have been proposed in order
to compensate for loudspeaker characteristics which depart
from this assumption. However, we limit the investigation to
the fundamental formulations both of the presented approach
as well as WFS. The approach and nomenclature used below
follow [12].

A. Planar Secondary Source Distributions

Although we are not aware of the existence of a three-dimen-
sional implementation of WES we treat it theoretically for com-
pleteness.

For planar secondary source arrays in the z-z-plane the
Rayleigh I integral [3]

P(x,w) = // —Z%S(xh{:xo,w) G3p(x — xg,w) drodzg

~
=Dwrs,3p (X0,w)

21

states that the sound pressure in the half-spaces defined by
the secondary source array is determined by an integration
over all secondary sources driven by the driving signals
Dwrs,3p (X0, w). The driving signals Dwrs sp(Xo,w) are
given as the directional gradient (9/dn) normal to the sec-
ondary source distribution of the desired sound field, whereby
the normal points into the target half-space. As in Section II,
we assume the half-space in positive y-direction to be the target
area. Thus, the normal vector n is parallel to the y-axis. Note
that the free-field Green’s function G3p(x — X, w) apparent
in (21) essentially represents the monopole sources employed
in Section II [3].

Deriving the driving function for a monochromatic plane
wave with temporal angular frequency wy,,, propagating into
the direction (fpw, ¢pw) as indicated in (21) yields

DWFS,SD(X7 w) = 2jk'pw1y . e_jk‘q;“’x . 27“5((4} — wpw). (22)
Dwrs,3p(x,w) evaluated at y = 0 essentially corresponds to
the driving function of the presented approach given by (7), thus
proofing the equivalence of the two approaches when planar dis-
tributions of secondary monopole sources are employed.

B. Linear Secondary Source Distributions

To apply the Rayleigh I integral (21) on linear secondary
source distributions we have to claim that the reproduced sound
field is independent from the z-coordinate. The setup can then
be reinterpreted as a linear distribution of secondary line sources
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parallel to the z-axis positioned along the x-axis. The WFS for-
mulation then reads [12]

P(x,w) = / —2%S(X|XZXO,w) Gap(x — x0,w) dzg.

=Dwrs,2p(%0,w)

(23)

The driving function for a monochromatic plane wave with an-
gular frequency wy,, propagating into the direction (6w, (7/2))
evaluated at y = 0,z = 0 is then

Dwrs 2p (1, w) = 2k y - € 702" 208 (W — Wiy ). (24)

The two-dimensional WES (23) employs the two-dimensional
free-field Green’s function [3]
~ xg |)

which can be interpreted as the spatial transfer function of a
line source. However, WFS typically employs loudspeakers
with closed cabinets as secondary sources whose behavior is
better approximated by that of point sources. This secondary
source mismatch has to be compensated for.

In the far-field/high-frequency region Gap (x — X, w) can be
approximated as (refer to Section III-B)

2
7r\/ X0

Gan(x L (f Ix (25)
C

—Xo,(A)) = 4

£ |x—xp]|

1 e 9%

—_— (26
Ar |x — %o (26)
[ ———

GQD(X — X0, w

=Gs3p (x—%q,w)

where the spatial transfer function G3p(x — X, w) of a point
source is apparent [refer to (51)]. This employment of secondary
sources suitable for three-dimensional reproduction in two-di-
mensional reproduction is typically referred to as 2(1/2)-dimen-
sional reproduction [12], [13], [20], [21].

In the far-field/high-frequency region the secondary source
mismatch can be compensated for as [12]

2
Dappr wrs 25D (T, w) = \/ jk—\/yref - Dwrs 2p(z,w)
pw

27)

with y,.r denoting the reference distance. More explicitly,

= /8T Yret\/ JKpw Sin Opy

x e~ Tkpw 2o, 216 (w — Wpw)-

Dappr WFS,2. 5D €, w
(28)

The far-field/high-frequency approximation of the driving func-
tion of the presented approach (17) reads

\/87ryref \/J kpw \/sm Opw

x e~ Tkpw 2o, 2mé(w

Dappr 2. 5D €, w

(29)

- wpw ) -

As a consequence of the fact that the driving functions of the two
approaches differ by an amplitude factor, the reproduced sound
fields differ as well by the same factor.
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The reproduced sound fields can only be compared in the far-
field/high-frequency region because the WFS driving function
only holds there. It can indeed be shown that

\/sin Oy -

where Poppr pw,|v| (X, w) is given by (20). From (19) and (20),
it can be seen that the presented approach provides the desired
result and a sound field which coincides with the desired one on
the receiver line. We therefore have to conclude that the stan-
dard WFS driving function (28) has to be corrected by a factor
of /sinfp,, in order to perform comparably to the presented
approach in the far-field/high-frequency region.

The source of error in WFS seams to lie in the far-field/high-
frequency approximation in (26). In the traditional WFS formu-
lation like [13], [20], and [21], the stationary phase approxima-
tion is applied which can be shown to yield the same results like
the approximation performed in (26). These two approaches of
referencing have therefore to be considered being equivalent.

From (26) it becomes clear that the reproduced sound field in
WES is actually not referenced to a line but to a circle around
the individual secondary sources. The apparent consequence is
the incorrect amplitude when 4/sin f,,, # 1. This amplitude
deviation is low for y/sin 6y, ~ 1 but can reach several dB for
+/sin f, deviating strongly from 1, i.e., for virtual plane wave
fronts which are not approximately parallel to the secondary
source distribution.

Due to the general equivalence of the Rayleigh formulation
and the present approach under the given assumptions as shown
above, the driving function for a given desired sound field to
be reproduced may be calculated either via the directional gra-
dient [the Rayleigh formulation, (21) and (23)] or via the spa-
tial Fourier transform [the presented approach, (5) and (12)] de-
pending on which approach is considered more convenient.

(30)

Pywrs pw,|y| (X, w) Pappr,pw, Iy (X w)-

V. COMPARISON TO THE AMBISONICS FORMULATION

As stated in Section I, Ambisonics constitutes the alternative
to WFS sound field reproduction. Modern formulations such as
[6], and [8]-[10] assume a continuous secondary source distri-
bution enclosing the receiver area. The reproduction equation is
then given by

P(x,w) = /D(xo,w) G(x — %) dxg 31)

So

where Sy describes the secondary source contour, i.e., xg € Sp.

Equation (31) is explicitly solved in a transformed domain.
The basis functions of the latter are dependent on the geometry
of the secondary source contour, e.g., spherical harmonics are
employed for spherical secondary source distribution. In this
transformed domain, mode-matching is applied in order to yield
the individual spatial modes of the driving function D(xg,w).

The approach presented in this paper actually follows the
same procedure like the Ambisonics approaches outlined above
[compare (31) to (1) and (9)]. The presented approach can there-
fore be considered as an extension of Ambisonics to planar and
linear secondary source distributions.

The fundamental difference is the fact that the infinite ex-
tension of the secondary source distribution assumed in the
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presented approach leads to a continuous spatial spectrum.
An enclosing secondary source distribution as it is employed
in the Ambisonics context constitutes a finite domain and
therefore leads to discrete spectra [19]. Since the spatial spectra
employed in the presented approach are continuous, a discrete
mode-matching can not be applied but has to be performed in a
continuous manner. Refer to (4) and (13).

An Ambisonics-like encoding of the desired sound field into
a finite number of discrete spatial modes which represent a ban-
dlimited subset of the system’s eigenfunctions cannot be accom-
plished.

VI. DISCRETIZATION OF THE SECONDARY
SOURCE DISTRIBUTION

So far, we have assumed the secondary source distributions
to be continuous. However, practical implementations of sound
field reproduction systems will always employ spatially discrete
loudspeakers. The consequences of this spatial discretization are
investigated in this section on the example of a virtual plane
wave reproduced by distributions of secondary point sources.

The procedure employed in this section is an extension of
[21] and [22]. We investigate the spatial properties of the repro-
duced sound field for a given temporal frequency w. An alterna-
tive approach examining the properties of the reproduced sound
field over the entire temporal frequency range with respect to
the wavenumber along one spatial dimension can be found in
[23].

A. Planar Secondary Source Distributions

We consider an infinite planar secondary source array of
constant spacing between adjacent secondary sources (loud-
speakers) of Az and Az in z-and z-direction, respectively.
We model the spatial discretization by sampling the driving
function as [22]

1 oo
Ds(z,z,w) = A Z o(x — Azn)

n=—00

S 82— Aw) x D(#,2,0). ()

vV=—0C0

It can be shown that Dg(ky, k., w) is then

Ds(kp, ks w) = Z Z D< A ok — Zy,w)

" (33)
For the virtual plane wave considered in this section, the sound
field Ps,|y(x,w) reproduced by such an array is yielded by
inserting (6), (33), and (53) into (3) and applying an inverse
Fourier transform. Pg |, (x,w) is given by

PS,lyl(Xvw)

= 2kpwy D D

7)=—00 V=—00

~ 2 2
X G|y| <A_£E77+ kpw,x-/ Y, A_ZV + kpw,z7 w)

% e*j(Z—’;n+kpw,x)mefj(Z—”’varkpw,z)z

- 2md(w (34)

- wpw)~
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Fig. 5. Tllustration of the consequences of the discretization of the secondary

source distributions for planar distributions [Fig. 5(a)] and linear distributions

[Fig. 5(b)] by means of illustrating é‘y‘( -). The dots e indicate reproduced components. Black solid lines and black dots represent quantities occurring with
continuous secondary source distributions. Gray lines and dots represent quantities occurring additionally due to the spatial discretization. The gray shading in-
dicates the amplitude of G |,( - ). (a) Hlustration of G |,(k., y, k., w) reflecting the properties of discrete planar secondary source distributions [(34)]. The

vector Kpw o> = [Kpw,z Fpw,2]T
duced components. Locations outside the circle represent evanescent sound fiel

represents the propagation direction of the virtual plane wave projected onto the k., -k -plane. The dots e indicate repro-

ds, locations inside the circle represent propagating sound fields. (b) Illustration

of Gy|(ks, y, z,w) reflecting the properties of discrete linear secondary source distributions [(37)]. The vector kpw.. = [kpw,=] represents the propagation
direction of the virtual plane wave projected onto the k. -axis. Locations outside the interval [—(w/¢); (w/c)] represent evanescent sound fields, locations inside

represent propagating sound fields.

Ps, |y (%, w) is thus given by a summation over a multiplication
of three factors. The latter describe the reproduced sound field
along each individual dimension of space. Equation (34) eval-
uated for (n = 0,v = 0) constitutes the desired plane wave.
The other terms in the sum for 7 # 0 and v # 0 are aliasing
contributions.

For each individual order 7 and v, the reproduced sound field
in z- and z-direction is given by complex exponential func-
tions. The amplitude is therefore constant along the respective
dimension and the phase changes harmonically. The reproduced
sound field along the y-dimension is determined by the sec-
ondary source transfer function G vl (kz,y, k., w) givenby (53).
Since G vl (kz,y, k,w) essentially determines the properties of
Ps, |y (x,w), we limit the investigation to the properties of the
former.

Fig. 5(a) illustrates C~7’|y|(k¢,, Y, k-, w) in the k,-k.-plane. For
a fixed temporal frequency w, k, = (2m/Az)n + kpw,x 1S rep-
resented by straight lines perpendicular to the k,-axis. k, =
(2m/Az)v + kpw - is represented by straight lines perpendic-
ular to the k,-axis. é|y|(kx, y, k., w) has a pole on a circular

region of radius (w/c) centered around the origin of the coordi-
nate system.

Reproduced components of Ps |,(x,w) are given by the in-
tersections of the above described lines in the k,-k.-plane. The
desired plane wave is indicated in Fig. 5(a) by the intersection
of the two lines inside the circle of radius |(w/c)|.

Two categories of aliasing artifacts can be identified. 1)
Evanescent? components and 2) additional propagating plane
wave components. Artifacts belonging to category 1) are il-
lustrated in Fig. 5(a). They are represented by intersections of
lines occurring at locations where /k2 + k2 > |(w/¢)|. It can
be seen from (53) that Ps |, (x,w) is evanescent for exactly
these locations. Note that the exponent in (53) is purely real for
V k2 + k2 > |(w/c)]. The existence of evanescent components
in the reproduced sound field has already been indicated in [23].

Since neither 1 nor v is bounded, these evanescent aliasing ar-
tifacts cannot be avoided. Due to the monotonically decreasing

2A sound field which decays with respect to a given direction and does not
experience any phase alteration along this direction is termed evanescent in this

paper.
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amplitude of G iy (K, y, k-, w) [indicated by the gray shading
in Fig. 5(a)] for \/k2 + k2 > |(w/c)|, the higher the orders 7
and v of the aliasing contributions are, the lower are their am-
plitudes.

The aliasing artifacts of category 2) occur only in special
situations. When the distance Az or Az between adjacent
loudspeakers is so large, respectively, if the temporal frequency
w is so high that lines other than those for (n = 0,v = 0)
intersect inside the circular region bounded by the pole of
G’m(km, y,k.,w). In this case, the aliasing artifacts are addi-
tional plane wave contributions whose propagation direction is
determined by the location of the points of intersection and is
therefore dependent on the temporal frequency w. Note that this
situation is not apparent in Fig. 5(a). For ease of clarity Az, Az,
and w in Fig. 5(a) where chosen such that the lines for n # 0
and v # 0 only intersect outside the circular boundary between
the regions of propagating and evanescent components.

It is not straightforward to derive a revealing analytical
anti-aliasing condition for planar secondary source distribu-
tions which prevents the reproduction of unwanted propagating
components. This is due to the fact that the sampling in z-di-
mension and the sampling in z-dimension interact and cannot
be treated independently. We therefore leave the reader with
the conditions

5 2
(f) < (2 _ya]) + 42 (35)
c Az ’ pw,z
w2 9 2m 2
(Z) < kPw,x + <E - |kpw,Z|> (36)

which both have to be met.

Note that typical implementations of sound field reproduc-
tion methods use loudspeaker spacings of several centimeters.
This results in propagating aliasing artifacts above a few thou-
sand Hertz. Recall that the audible frequency range significantly
exceeds 15 kHz. As a consequence, reproduced sound fields are
heavily corrupted by spatial aliasing. There are indications that
the human ear is not very sensitive towards this type of artifacts
when stationary situations are considered. Results obtained in
the context of wave field synthesis for stationary scenarios show
that spatial aliasing artifacts are perceived as a rather subtle
though audible timbral coloration [24] and can impair localiza-
tion with respect to various properties including accuracy and
apparent source width [21], [25], [26].

B. Linear Secondary Source Distributions

Applying the procedure outlined in Section VI-A on
linear secondary source distributions leads to the sound field
Pg |y (x,w) reproduced by a discrete linear secondary source
distribution reading

7 —Jkpw,yYref e (o
PS_l:,;‘(X,(U) = M 73(%n+kpw.x)$

e
2
Hé )(kpw.,yyref> n=—o00

~ 2
X Gy <A—$n~|— kpwxs Y 2, w) 2 2m6(w — wpw ). (37)
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Again, Pg ), (x,w) is given by a complex exponential func-
tion along the x-dimension. The properties of the secondary
sources reflected in é|y‘(k1, y,z,w) given by (52) determine
Ps |y|(x,w) in radial direction, i.e., along \/y? + 2.

The situation for discrete linear secondary source distri-
butions is very similar to that of discrete planar distributions
discussed in Section VI-A: The considered region of the
wavenumber space, in this case the k,-axis, is divided into
regions implying different properties of the reproduced sound
field. 1) Locations where k, < |(w/c)| represent a combination
of propagating and evanescent sound fields, 2) locations where
ky > |(w/c)| represent purely evanescent sound fields.

This finding is deduced from the properties of the secondary
source transfer function G\, (k,y,z,w). For k, < |(w/c)],
é‘m(kx?%z?w) is given by the zeroth order Hankel func-

tion of second kind Héz)( -) (refer to (52)). This indicates a
combination of a propagating and an evanescent sound field
[3]. For k; > |(w/c)|, C~¥|y‘(kx,y, z,w) is given by the zeroth
order modified Bessel function of second kind Ky(-). Ko(-)
is purely real and decreases strictly monotonically with in-
creasing argument, i.e., with increasing distance \/y2 + 22 to
the secondary source distribution (refer to Footnote 2).

The locations k, = (2r/Axz)n + kpwx in (37) are repre-
sented by black dots in Fig. 5(b). Locations where k., < |(w/c)|
represent the reproduction of the combination of a propagating
and an evanescent sound field as described by the Hankel func-
tion. Locations where k, > |(w/c)| indicate the reproduction
of a purely evanescent component. As with planar secondary
source distributions, the purely evanescent components cannot
be avoided since 7 is not bounded. Again, higher orders 7 lead
to lower amplitudes of the aliasing contributions in the purely
evanescent region k, > |(w/c)|.

If only = 0 falls into the region where k., < |(w/c)|, the re-
produced propagating sound field consists exclusively of the de-
sired sound field plus an according evanescent component. This
situation is illustrated in Fig. 5(b). Note that all reproduced prop-
agating components are accompanied by an additional evanes-
cent component as described by the Hankel function in (52).

However, if the spacing Az between adjacent secondary
sources is big enough, respectively, if the temporal angular
frequency w is chosen high enough, then also reproduced
components for 7 # 0 fall into the region where &, < |(w/c)].
In this case, propagating spatial aliasing artifacts arise which
are accompanied by an according evanescent component as
discussed above. This situation is not illustrated in Fig. 5(b).
These propagating spatial aliasing artifacts constitute additional
plane waves. The according location inside the region where
k. < |(w/c)| determines the k,-component of the propagation
direction of the additional plane wave fronts. Note that the
propagation directions of the additional plane wave fronts are
dependent on the temporal frequency w. This finding has been
derived in [27] for purely two-dimensional reproduction.

The anti-aliasing condition preventing undesired propa-
gating aliasing contributions can be graphically deduced from
Fig. 5(b). It reads

2me

Az(1+ |cosbpy|)

BRS (38)
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Fig. 6. Sound pressure Ps ¢, ,w (X, w) of a discrete linear distribution of secondary point sources reproducing a virtual plane wave of f,,.w = 1000 Hz and unit
amplitude with propagation direction 6, = (7 /4) referenced to the distance y,.r = 1.0 m. The secondary source distribution is indicated by the dotted line.
Az = 0.1 m, L = 2 m. The values are clipped as indicated by the color bars. (a) R{ Ps v pw (X, @)}, (0) 20 - log,; | Ps tr,pw (X, w)].

Equation (38) has already been derived in [22] for purely two-di-
mensional reproduction and in [20], [21], [23] for 2(1/2)-dimen-
sional reproduction.

VII. TRUNCATION OF THE SECONDARY SOURCE DISTRIBUTION

Practical implementations of sound field reproduction sys-
tems will always be of finite length. The consequences of this
spatial truncation are treated in this section. For convenience, we
explicitly consider a continuous linear secondary source distri-
bution which is truncated in z-dimension. We then comment on
how to extend the findings to planar secondary source distribu-
tions.

The spatial truncation is modeled by multiplying the sec-
ondary source driving function D(xg,w) with a suitable
window function w(zp) [21]. Incorporating w(xg) into (9)
yields the sound field P, (x,w) of a truncated planar source
distribution as

Py jy(x,w) = / w(x0)D(x0,w) G(x — X0,w) dzg.
(39
The convolution theorem (10) then reads [19]

. 1 .
Ptr,|y|(kz7yvzaw) = %Ew(kz) ¥k D(ksz)z

-~

=Dtr(kz,w)
XGly|(keyy, 2,w)  (40)

where the asterisk *;_ denotes convolution with respect to the
spatial frequency variable k...

The finite extent of a secondary source distribution of length
L centered around z = 0 can be modeled by a rectangular
window wgr(z) as

L
wr(z) = rect (£> = {1’ forlz| < 3

41
L 0, elsewhere. @1

The Fourier transformation of wg(z) with respect to z is [3]

s koL
sin “ kL
2 2

For the interpretation of (40) we consider again the reproduc-
tion of a plane wave. Recall D(k,,w) given by (16). The con-
volution of D(k,,w) with wg(k,) is essentially a spatial low
pass filtering operation smearing l~)(k$7 w) along the k,-axis.
The Dirac (k. — kpw,.) apparent in (16) turns into a sinc( - ).
The truncated secondary source distribution therefore exhibits
distinctive complex radiation properties.

The main lobe of the sinc( - ) function points into the propaga-
tion direction of the desired virtual plane wave. However, the re-
produced sound field will not exhibit perfectly plane wave fronts
but a certain curvature. The side lobes of the sinc( - ) function
result in components in the reproduced sound field propagating
into other directions than the desired virtual plane wave. Note
that the side lobes exhibit alternating algebraic sign and that
there are zeros between the lobes. Refer to Fig. 6. It depicts the
sound field reproduced by a discrete truncated linear secondary
monopole source distribution. The parameters were chosen such
that no propagating aliasing artifacts arise. In Fig. 6(b), the di-
rectivity lobes due to truncation are clearly apparent. Refer to
Section VIII for comments on the interaction of spatial sam-
pling and truncation. It is also evident from Fig. 6 that the local
propagation direction of the reproduced sound field strongly de-
pends on the position of the receiver.

Real-world implementations of planar sound field reproduc-
tion systems are of course also truncated in z-dimension. Due
to the separability of the Cartesian coordinate system, the trun-
cation in the two dimensions can be treated independently. The
procedure outlined above has to be applied also on the z-dimen-
sion.

Further analysis reveals that truncation artifacts can be inter-
preted as additional point sources located at the ends of the sec-
ondary source distribution [20].

wR(ks) = L- (42)




2048

Of course, other window functions can be applied some of
which provide potential to shape truncation artifacts in order
to make them perceptually less disturbing. This process is an
established technique in WFS and is referred to as frapering [20].
Typically, windows with cosine-shaped shoulders are applied.

VIII. FURTHER ASPECTS OF SPATIAL TRUNCATION
AND DISCRETIZATION

In order to assess the properties of spatially truncated discrete
secondary source distributions (which is in fact what we find in
real-life), the findings derived in Sections VI and VII have to be
combined. For convenience, we explicitly consider a discrete
linear secondary source distribution which is truncated in x-di-
mension.

From (40) and (33) we can deduce that the reproduced
sound field P57tr7|y‘(kz, y,z,w) of a truncated discrete linear
secondary source distribution is given in wavenumber domain
by

pS,tr,|y|(kl"7 Y, 27(4))
_ L i B(ks) #5, Dk — 2", )
= om W Rz ) ¥k, .T, Axnaw

n=—0oo
~ v
~~

=Ds,tr(kmw)

X Gy|(kz,y, 2,w). (43)
For the interpretation of (40) we consider again the reproduc-
tion of a plane wave. Recall D(k,,w) given by (16). The spatial
truncation does not only smear the energy of the desired com-
ponents along the k, but also the aliased components. It can
thus happen that an aliasing contribution which is propagating
for an infinite discrete secondary source distribution is partly
smeared into the evanescent region 0 < |(w/c)| < k; [refer to
(52)]. This circumstance has already been indicated in [23]. Vice
versa, an aliasing contribution which is evanescent for an infi-
nite discrete secondary source distribution can partly be smeared
into the propagating region where 0 < k. < |(w/c)].

As a consequence, the interaction of spatial sampling and
truncation results in a reduced reproducible spatial fine struc-
ture.

It has to be noted that the undesired evanescent components
in the reproduced sound field exhibit an amplitude which is de-
caying rapidly with the distance to the secondary source array.
They become negligible already at moderate distances [28].

Above derived findings are supported by results from [29]
where it is shown that a bandlimited sound field has a limited
complexity in a given spherical region. Thus, it can be resyn-
thesized by a limited number of secondary sources. Inversely, a
limited number of secondary sources (e.g., a truncated sampled
array) is then only capable of reproducing a sound field with
limited complexity.

Further investigation shows that the amplitude of the indi-
vidual propagating aliasing components is strongly dependent
on the location of the receiver [22], [23]. Typically, locations
farther away from the secondary source distribution exhibit less
spatial aliasing.
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IX. CONCLUSION

A framework for the physical reproduction of plane-wave
sound fields by continuous planar and linear secondary source
arrangements was presented. For continuous planar secondary
source distributions, the desired sound field is perfectly repro-
duced in one of the half-spaces defined by the secondary source
distribution. The reproduced sound field in the other half-space
is a byproduct whose properties are determined by the direc-
tivity of the secondary sources in that half-space. When om-
nidirectional secondary sources are employed, the reproduced
sound field is symmetric with respect to the secondary source
distribution.

The treatment of continuous linear secondary distributions
revealed that the sound field can only be perfectly reproduced
on an infinite line parallel to the secondary source distribution.
When a virtual plane wave is intended to be reproduced, the
reproduced sound field shows an amplitude decay of approx-
imately 3 dB with every doubling of the distance and slight
spectral deviations. Plane waves propagating parallel to the sec-
ondary source arrays cannot be recreated. This fact is mathe-
matically reflected in a restricted validity of the involved trans-
formations.

Spatial discretization of the secondary source distribution as
occurring in real-world implementations leads to unavoidable
evanescent components in the reproduced sound field when sec-
ondary monopole sources are assumed. In other words, a sam-
pling theorem avoiding evanescent discretization artifacts does
not exist. To the authors’ awareness, investigations on the per-
ception of evanescent sound fields like those apparent in the
present study are not available in the literature. The percep-
tual consequences of these evanescent components in the repro-
duced sound field can therefore not be clarified in the scope of
this paper.

For both planar as well as linear distributions and when
secondary monopole sources are considered, additional prop-
agating artifacts can arise when the spacing between adjacent
secondary sources is too wide for a given temporal frequency
to be reproduced. All propagating components reproduced by
discrete linear secondary source distributions are unavoidably
accompanied by an additional evanescent component. Existing
practical implementations of sound field reproduction systems
produce considerable spatial aliasing artifacts for temporal
frequencies above a few thousand Hertz.

It was shown that the spatial truncation of the secondary
source distribution also occurring in real-world implemen-
tations results in a complex directivity pattern exhibiting a
main lobe, side lobes, and zeros. Aliasing artifacts which are
propagating for infinite discrete secondary source distributions
can become evanescent for finite distributions. Vice versa,
aliasing artifacts which are evanescent for infinite discrete
secondary source distribution can become propagative for finite
distributions.

Since no ambiguities arose in the derivation of the driving
functions, the solution can be assumed to be unique. This is
in contrast to the situation when the receiver area is enclosed
by the secondary source distribution. These setups suffer from
non-uniqueness and ill-posedness [10], [30].
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The comparison of the presented approach to the alternative
formulation provided by the Rayleigh I integral showed that the
two approaches are equivalent under equal assumptions. In the
case of linear secondary source distributions, the Rayleigh for-
mulation appears as an approximation of the presented approach
whereby the former suffers from amplitude errors. The compu-
tational complexity is equally low for both formulations under
equal assumptions.

APPENDIX A
DEFINITION OF THE FOURIER TRANSFORM

The temporal Fourier transform used in this paper is defined
as

P(x,w) = / p(x,t) eIt dt, (44)
The spatial Fourier transform is defined as
P(ky,y, 2,w) = / P(x,w) %= dg (45)

exemplarily for the z-dimension.

The according inverse Fourier transforms are obtained by
changing the algebraic sign in the exponent and normalizing
with (1/27).

APPENDIX B
FOURIER TRANSFORMS OF A PLANE WAVE
A monochromatic plane wave with frequency wpy and unit
amplitude propagating into the direction (6w, ¢pw) is given by

(3]

p(x,t) = e_jkgwx . edwpwt

(40)

As discussed in Section II-A, the sound field described by
(46) can not be perfectly recreated with the secondary source
setups discussed in this paper. The reproduction is constricted

to pjy| (x,1).
A Fourier transform of py,|(x, t) with respect to ¢ yields [19]

Pyyi(x,w) = e TEoXlsl - 276 (w — wpu)- (47)

A further Fourier transform with respect to z yields

P‘m(k‘m,y?Z,W) = 271'5(/%: - kPWJ)

Xe—jk})w.y‘yl e_jk})“HZz X 27{'(5(&1 - wpw) (48)
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and finally with respect to z
Plyl(km?h kyw) = 4m?6(k, — kpw,z) e~ IHovalyl

x6(ky — kpw,2) - 2m0(w — wpw)  (49)

whereby 6( - ) denotes the Dirac delta function [19].

APPENDIX C
FOURIER TRANSFORMS OF A POINT SOURCE

The spatial transfer function of an acoustic point source situ-
ated at the coordinate origin is given by [3]

16— &
g(x,t) = E% (50)

with |x| = /22 + y? + 22. The factor (1/47) was introduced
for convenience to allow an interpretation of g(x,t) as free-
field Green’s function [3] (refer to Section IV). We furthermore
replace 3> by |y|? in (50). This replacement is justified since
y? = |y|?. It will be of significance as discussed below.

The temporal Fourier transform of (50) is then

1 e~ Ixyl
Gly(x,w) = oyl (5D

The Fourier transform with respect to x is calculated by
applying Euler’s formula [31] and using [32, (3.876-1) and
(3.876-2)] and [33, p. 1323]. It is given by (52) shown at the
bottom of the page. HéQ)( -) denotes the zeroth-order Hankel
function of second kind, Ko(-) the zeroth-order modified
Bessel function of second kind [3]. A further Fourier transform
with respect to z is yielded using [32, (6.677-3), (6.677-4),
and (6.677-5)]. It is given by (53) shown at the top of the next
page. By having replaced y? with |y|? as discussed above, we
ensured the validity of (53) for all possible values of y [32].
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