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Abstract: A necessary and sufficient condition is established for the existence of a nonsingular matrix which simplifies 
a linear form to a single coordinate and at the same time retains a quadratic form. A version of Morse’s lemma is also 
derived. These results are then used in a rigorous derivation of the asymptotic expansion of the oscillatory integral 
Z(X) = leg(x) eixfcX) dx (x E R”), where a stationary point of f(x) lies on the boundary of D. 
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1. Introduction 

Oscillatory integrals of the form 

I(X) = Lg(x) eixf(x) dx, x E R”, (1.1) 

occur frequently in diffraction theory [8,1] and partial differential equations [3, 97.71, [7, p.4281. 
In (l-l), D is a bounded domain, f and g are P-functions in D, and X is a large positive 
parameter. Such integrals are usually evaluated asymptotically by the method of stationary phase 
(see, e.g., [7, p.4311 and [2, p.75]), which gives 

I(h) - g(xO) ]det A ]-1/2 exp{iXf(x,) + i&re}( F)fl’2, (l-2) 

where x,, is a stationary point of f (i.e., Of (x0) = 0), A is the Hessian matrix of f defined by 

i )I a’f 
A = ax; axj 

X=X0 
(14 
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and u is the signature of the matrix A. (Recall that the signature of a matrix is the number of 
positive eigenvalues minus the number of negative eigenvalues.) The validity of this approxima- 
tion requires that the stationary point x0 is nondegenerate (i.e., det A # 0) and lies in the interior 
of D. 

If x0 is on the boundary of D, then formula (1.2) no longer holds. In [4, p.3861, Jones has 
shown that in this case the asymptotic approximation of I( A) is exactly half of that given in 
(1.2). However, Jones’ argument is not quite rigorous and requires further justification. We are 
particularly concerned with (i) the transformation which he has used to simplify a linear form to 
a single coordinate and at the same time retain a diagonalized quadratic form, and (ii) the 
approximations of g(x) and f(x) by g( x0) and f( x,,) + i( x - xO)=A( x - x0), respectively. For 
convenience, we shall present a brief outline of Jones’ analysis in the following section. 
Throughout, the superscript “T” on a vector or matrix indicates the operation of transposition. 

2. Jones’ argument 

Let the boundary of D be given by h(x) = 0 with V/Z(X) f 0, and expand f and h at x0 to 
obtain 

f(x)=f(x,)+:(X-xO)=A(X-xO)+ *‘*) 

h(x)=b=(x-x,,)+~(x-~~)=B(x-~,,)+ me., 

where b denotes the gradient of h evaluated at x0, and A and B are respectively the Hessian 
matrices of f and h at x0. Let L be the orthogonal (i.e., real and unitary) matrix which 
diagonalizes the quadratic form (x - xO)=A( x - x0), i.e., if y = L(x - x,,), then 

(x-x,)=A(x-xO)= 5 pig 
j=l 

where the pi’s are the eigenvalues of A. In terms of y, we have 

f(x)=f(xCJ)+: tPj_Yj+ *“9 

j=l 

h (x) = b=L=y + +y=LBL=y + . . . . 

Now Jones claims that there exists a matrix A4 such that y = Mu gives 

h(x) = k,u, + +u=M=LBL=Mu + . -a , 

f(X)=f(X,)+t ~~j~i+ "') 

j=l 

(2.1) 

(2 -2) 

(2.3) 

(2.4) 

where k, is a constant. We assume that the interior of D corresponds to ui > 0. Observe that this 
transformation eliminates all linear terms in (2.2) except for the first and at the same time retains 
the quadratic form in (2.1). The existence of the transformation is, however, not clear. In the next 
section, we shall show that in fact the matrix M exists if and only if 

n d; 
jFlg#O, d=Lb=(d, ,..., d,). (2.5) 
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A geometrical interpretation of (2.5) in the case n = 2 is that the boundary curve h(x) = 0 
meets the level set f(x) = f( x0) non tangentially. To see this, we suppose x0 = 0. If pi and pz 
have the same sign (i.e., f has a local extremum at 0), then (2.5) holds for all d # 0 and hence is 
not a restriction. However, if pi and pL2 have opposite signs, then f(x) =f(O) can be shown to 
consist of two smooth curves intersecting at 0, and the pair of straight lines determined by 
pixf + pzxt = 0 can be shown to be tangent to these curves. Condition (2.5) says that the 
boundary curve h(x) = 0 is tangent to neither of the straight lines of pix: + p2xi = 0. 

Jones’ next step is to introduce a new coordinate system X = (X1,. . . , X,) in which h = 0 
becomes Xi = 0 and the positive X,-axis is inside D. Thus he puts k,X, = h(x) and Xj = uj 
(j # 1). Solving for uj’s in terms of Xj’s, one obtains 

u1 = X1 + quadratic terms + . . . , (2.6) 

f(x) =f(xo) + : i pjx,2 + * - * . (2.7) 
j=l 

Let F(X) denote the transform of f(x) and define 

q-q,..., x,) 
G(X) =gCx) 8(X,,..., x,) . (2.8) 

The integral (1.1) becomes 

I(X) = /G(X) eixFcx) dX, (2.9) 

where the integration is over the half-space X1 > 0. From (2.7), we have 

F(X) =f(x,) +: 5 /kjx; + * *. . (2.10) 
j=l 

Jones now replaces G( X) by G(O), and F(X) by its second-degree Taylor polynomial. Formally 
this gives 

I(h) - G(0) e’“@O) 
J i 

exp i:X t piX; dX. 
i j=l 

(2.11) 

The last integral can be written as a product of n one-dimensional integrals, each of which can 
be evaluated in closed form. Since the interval of integration in Xi is only from 0 to co, the result 
is expected to be 

(2.12) 

Note that the matrix L in the change of variable from x to y is unitary, hence the Jacobian of 
the transformation y = L(x - x,,) is equal to 1. Also, from (2.6), it is easily seen that the value of 
the Jacobian of the transformation u + X is one. Thus, if one can choose the matrix M in (2.3) 
to satisfy det it4 = 1, then 

~bl,...,X,) 
wl T..., x,) x=a=1y (2.13) 
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which in turn gives G(0) = g(x,). This together with the facts det A = pi . . . p, and u = 
Cy=i sgn pj yields 

n/2 
g(x,,) ldet A l-i’* exp{ihf(x,) +&a}, (2.14) 

which is indeed half of the approximation given in (1.2). 
Relationship (2.11) must be justified, before (2.14) can be claimed to be an asymptotic 

approximation. At the moment it is not clear why the error in this approximation is o( Aen/*) as 
h + cc. In Section 5, we shall show that the error is in fact O(X-n/2-1). 

One of the difficulties in justifying (2.11) is the approximation of F(X) by its second-degree 
Taylor polynomial. This difficulty could be avoided by mapping the phase function f(x) in (1.1) 
to a sum of squares right at the beginning by using Morse’s lemma [6, p.541. But the complication 
will resurface once we introduce the new coordinate X in which the boundary of the domain 
becomes Xi = 0, since the new phase function F(X) will no longer be a sum of squares. On the 
other hand, if we apply Morse’s lemma to the phase function F( X) in (2.9), instead of to f(x) in 
(l.l), then the domain of integration in (2.9) may no longer be the half-space Xi > 0. Thus 
neither of these approaches can be used to easily justify the step in (2.11). In Section 4, we derive 
a version of Morse’s lemma, which shows that near the critical point, there is a change of variable 
X-, t which transforms F(X) to a sum of squares, and maps the half-space Xi > 0 to the 
half-space t, > 0. 

3. Existence of the matrix M 

In this section we shall prove the following general result, from which our claim in (2.5) will 
follow. 

Theorem 1. Let d be any nonzero vector in R”, and let C be a nonsingular and symmetric n X n 
matrix. A necessary and sufficient condition for the existence of a nonsingular n x n matrix N such 

that the change of variable u = Ny gives 

dTy = k,,z+, k, being a constant, (3.1) 

and 

y’Cy = &uf + . - - + j&u,‘, pi also being constants, (3.2) 

is that 

dTC-‘d # 0. (3.3) 

If C is the diagonal matrix diag(pi, . . . , pL,), then condition (3.3) reduces to (2.5). (Recall that 
C is nonsingular, so pi # 0 for all i.) 

Proof. We first prove the necessity. Suppose that N exists. Then (3.1) implies that the first row of 
N is proportional to d, and (3.2) implies that the matrix ( N-l)TCN-’ is diagonal. Thus, if 
vi,. . . ,v,, are the column vectors of N-l, then we must have 

vTCvj=O if i+j. (3.4) 
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Since the first row of N is proportional to d, in view of the relationship between N and N-‘, we 
must also have 

dTu,=O if j#l, (3.9 

and since the vectors uj are linearly independent (columns of an invertible matrix), it follows that 

d _L = span{ u2, . . . , u, } _ (3 -6) 

Now, C being symmetric, uTC = u:C’ = (Cur)=. Thus (3.4) with i = 1 implies that 

(CU,)~U,=O forj=2,...,n. (3.7) 

From (3.6) and (3.7) we see that both d and Cur are orthogonal to span{ u2,. . . , un}. Hence, Cu, 
is a constant multiple of d, or equivalently ur is a constant multiple of C’d. But the linear 
independence of { ur, . . . , un} implies ur G span{ u2,. . . , un} = d * . Therefore, C-‘d cannot be 
orthogonal to d, i.e., dTC-‘d # 0, as required. 

We next prove the sufficiency. First we observe that it suffices to obtain linearly independent 
vectors ur, . . . , u,,, such that conditions (3.4) and (3.6) hold, since the matrix A4 whose columns 
are the vectors or,. . . , u,, is then invertible and its inverse N = M- ’ meets all the requirements. 
To see this, we observe that (3.4) guarantees the diagonalization of the quadratic form. 
Furthermore, since NM is the identity matrix, the first row of N is orthogonal to u2,. . . , u,,. This 
together with (3.6) implies that the first row of N is proportional to d, and hence (3.1) is 
satisfied. 

Take ur = C-‘d. Then Cur = d, so if { u2,. . . , un} is any basis for d I, then we immediately 
have (3.4) for all cases where i = 1 or j = 1. Recall that we are assuming d =C-ld # 0. This means 
ur @ d I, so { q,. . . , u, } is a linearly independent set. Thus, it only remains to show that a basis 
{ uz,..., un} may be chosen for d L so that (3.4) holds. 

We shall proceed by induction. Let 1 < p < n, and suppose that a linearly independent set 

0 l,“‘, u,} has been chosen such that u1 =C-‘d ,as before, (3.4) holds 
if p = l), and 

for 1 < i, j <p (vacuous 

u~Cuj#O for j=l,..., p, 

(this is equivalent to our assumption d ‘C-‘d # 0 if p = 1). Write 
complement { Cur,. . . , Cup } 1 , and observe that OP has dimension n -p 

(since Cur = d). 
We claim that span{ ut, . . . , up, O,} = R”. If not, then there exists a 

such that 
P 

u= cciui 

i=l 

(3.8) 

Op for the orthogonal 
and is a subspace of d I 

nonzero vector u in Op 

for some constants ci. Since u E Op, we have uTCuj = 0 for j = 1,. . . , p, which together with (3.4) 
implies 

P 

i i 

T 

0= C ciui Cuj=cju~Cuj, j=l,..., p. 
i=l 

From (3.8) it follows that cj = 0 for each j. This contradicts the assumption that u is a nonzero 
vector, and establishes our claim. 
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We next claim that we can choose up+ 1 in 0, such that u,‘+~CZJ,+ I # 0. Observe that, once this 
is proved, our main result will have been established by induction; for, we will then have 
obtained (by the previous claim) linearly independent vectors or,. . . , u,,+~ such that (3.4) holds 
for i, j<p+l(since u,+,~O,)and u2,...,up+i all lie in d L (since d = Cu,). If the last claim 
is false, then uTCu = 0 for all u E OP. Take u and w in OP. Then, uTCu = 0, wTCw = 0, and 
(u + w)~C( u + w) = 0. Consequently, wTCu = 0, using the symmetry of C. Let x be any vector in 
(w”. By the previous claim, we can write x = u + u, with u E span{ ur,. . . , up} and u E OP. For any 
w E OP, we then have wTCu = 0, by the definition of OP, and wTCu = 0, from above. Hence, 
wTCx = 0. Since x is arbitrary and C is invertible, it follows that w = 0. But, p < n and therefore 
OP contains a nonzero vector. This again gives a contradiction. Thus, u,+i may be chosen as 
indicated. The induction continues, and the proof is complete. 0 

Remark, In our problem discussed in Section 2, the coefficients & in (3.2) are the eigenvalues ,uLi 
of the Hessian matrix in (1.3), and C in (3.2) is the diagonal matrix diag(pi, . . . , pn); cf. (2.1) and 
(2.4). Since the choice of the vectors ur,. . . , u, in the above proof was made on the basis of their 
orientations and not on their magnitudes, these vectors may be resealed, if necessary, so that 
u~Cu, = pr for i = 1,. . . , n; cf. (3.8). If this is done, then the matrix N satisfies 

(N-‘)TCN-’ =diag(pi,...,p,,) 

and hence 

(det N-‘)2 det C = pi - - . p, = det C. 

By interchanging two columns in N-’ if necessary, we can also have 

det M=det N-‘=l. 

This result has already been used in (2.13). 

(3.9) 

4. A version of Morse’s lemma 

Morse’s lemma [6, p.541 states that in a neighborhood of a nondegenerate critical point of a 
P-function F( Xi,. . . , X,,), there is a P-change of variable (Xi,. . . , X,) -+ (Y,, . . . , Y,) which 
transforms P into a (constant plus a) “sum of squares” in terms of the new variables. Without 
loss of generality, we may take the critical point to be the origin. For our purpose, we need 
slightly more; we need the transformation to preserve the half-space X, > 0, at least near the 
critical point 0. This could be achieved if we could set Xi equal to Y, multiplied by a positive 
function. In this section, we prove two results which, when coupled together, show that such a 
requirement on Xi can be included, provided that the quadratic terms of F(X) already form a 
sum of squares. 

We first introduce some notations. Recall that we are writing X, Y, etc., for points (Xi,. . . , X,), 
(y,,..., Y,), etc.. We shall write D,(i,, . . . , i,) for the operation of m th-order partial differentia- 
tion with respect to variables Xi,, . . . , X,_; and a similar convention applies to the symbol 
D,(P,,..., p,). Since all functions considered in this section will be infinitely differentiable, 
these operations are independent of the order of the indices i,, . . . , i, (or pl, . _ . , p,). 
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Theorem 2. Assume (i) F(X) is a real-valued C”-function in a neighborhood of the origin, and 
F( X) has a critical point at 0; (ii) (D,( i, j)F)(O) is zero if i + j, and nonzero if i = j. Then there 

exists a transformation of the form 

X,=r,, 

X, = Y,, 

x, = Y, + cC3’(1, 2)Y,Y,, 

x,= Ykf C(P’(/,, l,)y,& I, d,<k) 

+ c( CVI, 12, 13)ylJ& 1, < I, < 13 < k} 

+ . . . +P)(l,2 )...) k-l)Y* e-0 Yk_l, (4.1) 

+ . . . +c(“)(l, 2,.. ,, n - l)Y, . a. Y,_r, 

such that Q(Y) = F( X) has a critical point at Y = 0, and also satisfies 

@,(Pw.., p,)@)(O)=O, 2Gr,(n, (4.2) 

whenever pi f pj if i f j. The coefficients cck)( I,, . . . , 1,) (2 f m < k - 1, 3 < k < n) are constants. 

Proof. Since the functions are infinitely differentiable, we can suppose that p1 < p2 < . * . <p,. 

We also set the following values from the beginning: 

cCk’(l) = (D,(I) X,)(O) = Sk, (Kronecker delta) (4.3) 

and 

dk)(llo..., ~,>=(D.(~,,...,~,jX,)(O)=O 
ifl,>k or ifli=ljforanyi#j, 

(4.4) 

Note that, if li # li for i #j, then cCk)( I,, . . . , I,) = (D,( I,, . . . , I,) X,)(O). Also note that by 
(4.3), 

WL.., x,) 
wl,...> r,> y=o= l (4.5) 

and hence the transformation is invertible near 0. 
By the chain rule, 

D,(p)@= C(%WF)(WPMJ. (4.6) 

Since 0 is a critical point of F, (4.6) shows that 0 is also a critical point of @. Differentiation of 
(4.6) gives 

D,(P+ 4)@= C(Dx(i, ~)F)(DY(P)X,)(D,(~)X,) + C(Dx(i)F)(D.(p, q)xi). 
i,j i 

(4.7) 
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Evaluating at 0, and using (i) and (4.3), we see that (Dy( p, q)@)(O) = (D,( p, q)P)(O). By (ii), 
the case r = 2 in (4.2) is proved. 

The coefficients cCk)( I,, . . . , I,), for 3 G k G n and 1, < . - . -c I, < k, will be determined by 
induction. To see the idea of the following argument, the reader is urged to consider separately 
the cases n = 3 and n = 4. (There is nothing to prove for n = 2.) Also, it may be helpful if we first 
determine the coefficient cC3)(1, 2) by using the requirement (D,(l, 2, 3)@)(O) = 0. In (4.7), we 
set p = 1 and q = 2, and differentiate with respect to Y,. This yields 

D,(l, 2, 3)@ 

= c (D,(C j, k)F)(D,(l)X,)(D,(2)xi)(D~(3)Xk) 
i,j,k 

+ C(Dx(i, I)‘)[(D;(l, 3)X)(Dr(2)Xj) + (Dy(2, 3)Xi)(D.(l)X,) 
i,_i 

+ CD,& 2)XJ(D,(3)X,)] 

+ x(D,(i)P)(D.(l> 2, 3)X). (4.8) 

Evaluating at 0, and using (i), (ii), (4.3) and (4.4), we get 

(D,(L 2, 3)@)(O) = (D,(l, 2, 3)P)(O) + (D,(3, 3)F)(O)(D,(l, 2)X,)(O)- (4.9) 

Since (D,(3, 3)F)(O) f 0 by (ii), (4.9) determines ~‘~‘(1, 2) = (D,(l, 2)X,)(O). 
We now make our inductive hypotheses. 
(H,) Suppose 2 < Y < n, and for any s < Y, coefficients c”‘( I,, . . . , 1,) have been determined for 

any i = 1,. . ., n and 1, < . . . < 1, < i, so that (D,(l,,. . ., I,, i)@)(O) = 0. 
(Note that, with r = 2, (Hi) is satisfied by (4.3); see the remark following (4.7).) With r such 

that (H,) holds, we make a further assumption. 
(HZ) Suppose 2 < r < k < n, and for any i < k, the coefficients c(‘)(l,, . . . , 1,) have been 

determined for any choice of 1, < + * * < 1, < i, so that (D,( I,, . . . , l,, i)@)(O) = 0. 
(Note that if i c k < r then c(‘)(l . , 1,. . . , 1,) = 0 by (4.4).) In what follows, it will be shown that 

for any choice 1, c . . * < 1, < k, the condition (D,( I,, . . . , l,, k)@)(O) = 0, together with the 
values of the coefficients already found, uniquely determines cCk)( I,, . . . , 1,). Then, by induction 
on k based on (H2), the coefficients c”‘( I,, . . . , 1,) can be determined for all i = 1,. . . , n and 
1, < * . . < 1, < i. This allows induction on r, based on (H,), to continue, and proves the result. 

The expression for DY( l,, . . . , I,, k) @ can be arranged as a sum of r + 1 sums Ci, Cl,. . . , C,+ ,; 

cf. (4.7) and (4.8). C, is a sum of terms of the form (D,(i)F)(D,(l,, . . . , I,, k)Xi), and 
vanishes at 0 by (i). C, is more complicated. It is a sum of terms of the form 

(D,(i, j)F)(D,(S)X)(Dr(‘)Xi), where S and T are disjoint, nonempty sets such that 
Su T= {l,, . . . , I,, k}. If both S and T have fewer than r members, then the value of this term 
is already determined by (H,) and (4.4). Thus, we can suppose that S has r members and T has 
just one, say T = { I}, where 1 E { l,, . . . , I,., k }. Now we evaluate the term 
(D,(i, j)F)(D,(s)Xi)(Dy(l)Xj) at 0. By (ii), (D,(i, j)F)(O) = 0 if i #j, and by (4.3), 
(Dy(l)Xj)(0) = Sj,[; hence the term is zero unless i =j = 1. Also, by (4.4), (Dy(S)X)(0) = 0 if S 
contains a member greater than i. Putting all these together with 1, < * . . < 1, < k, we see that 
the only term in C2 which is not already determined is (D,( k, k)F)(O)(D,( I,, . . . , l,.)&‘)(o)- 

Since (D,( k, k)F)(O) # 0 by (ii), it follows that (D,(l,, . . . , I,, k)@)(O) = 0 will determine 
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dk)(ll,. . . ) Z,) = (DY(li,. . . , l,)X,)(O), as long as the values C3,. . _,Cr+l are known. But C, is a 
sum of terms of the form (D,(ii,. . . , i,)F)(D,(S,)Xi,) . . . (D,(S,)X,_), where S,, . . . , S,,, are 
pairwise disjoint, nonempty sets whose union is ( I,, . . . , I,, k}. If m >, 3, then each Sj must have 
fewer than r members; thus, by (Hi), the value of such a term at Y = 0 is already determined. 
This completes the proof of the theorem. q 

Theorem 3. Suppose that @( Y) ( Y = ( Y,, . . . , Y,)) is a Cm-function in a neighborhood of the origin, 
and that Q(O) = (Dy(l)@)(0) = (D,(I,, . . . , I,.)@)(O) = 0 whenever Ii # lj for i #j. Then there are 

functions $, . . . , @,,, each C” near 0, such that 

CD(Y) = c r,‘@[(Y). 

Proof. We first consider the case n = 1. Here the assumption is just Q(O) = Q’(O) = 0. By 
l’H6pital’s rule, @i(u) = G(u)/ u2 extends to a C”-function near 0. 

Now let N > 1, and suppose that the result holds for k < N. Assume that @( Yi,. . . , Y,) 
satisfies the hypotheses of the theorem. By induction hypothesis, there are C”-functions 
G,(Y,,..., Y,_,) and H,(Y,,..., Y,_,) in a neighborhood of the origin (I = 1,. . . , N - 1) such 
that 

N-l 

@(r,,..., K-1, 0) = c Y,2G,(Y,,..., L,), 
I=1 

N-l 

(D,(N)@)(Y,,..., YN--190) = c y,2fwl,..., YN-1). 

I=1 

Therefore, 
N-l 

@(r,,..-, &e-1,0) + Y,(D,(N)@)(Y,,..., YN-l,O> = c y,2@,(Y), 
I=1 

where @[(Y) = G,( Y,, . . . , Y,_,) + Y,H,( Y,, . . . , Y,_,) for I= 1,. . . , N - 1. Since it is easily 
verified that the function 9(Y) = Q(Y) - @(Y,,..., YN_i, 0) - Y,(Dr(N)@)(Y,,..., YN_,, 0) 
satisfies Ik(0) = (Dr( N)*)(O) = 0, we have, as in the one-dimensional case, \k( Y) = Y,‘@,(Y), 
with QN (Y) being C” near 0. The theorem now follows. [7 

Remark. If Q(Y) = CT’@,(Y), then (D,( p, q)@)(O) = 0 if p # q, and (D,( p, p)@)(O) = 2GP(0). 
So, if 0 is a nondegenerate critical point of @, then we may assume, by restricting to a 
sufficiently small neighborhood of 0, that each @,( JJ) is nonvanishing. Consequently, we can 
write Q,(Y) = @/(O)[l + ‘k,(Y)], with ‘k,(O) = 0 and 1 + !P,( Y) positive near 0. The equations 

t,= Y,[l + ‘k,(Y)]1’2, I= l,..., n, 

then define a transformation which is C” near 0, and represents @ as a “sum of squares”: 
Q(Y) = C@,(O) tf. Thus, Theorems 2 and 3 together imply the existence of a CM-transformation 
which represents the original function F(X) as (a constant plus) a sum of squares, as does 
Morse’s lemma. Since Xi = Y, and Yi > 0 if and only if t, > 0, this transformation also maps the 
half-space Xi > 0 onto t, > 0, at least near 0. However, note that we do not claim that any F(X) 
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with a nondegenerate critical point can be transformed to a sum of squares while preserving a 
specified half-space. Theorem 2 has the extra assumption that the quadratic terms in the Taylor 
expansion of F(X) were already in the form of a sum of squares. In general, the linear 
transformation needed to achieve this might not preserve any coordinate half-space in terms of 
the original variables. 

5. Derivation of the asymptotic expansion 

We begin with equation (2.9): 

I( A) = (G(X) eihFcX) d X, 

where the domain of integration is the half-space Xi > 0 and 
n 

F(X) =f(x,) + : c pjx/’ + . . . . 

(5.1) 

(5.2) 
j=l 

We know that by Theorem 1, (5.1) and (5.2) can be achieved if (2.5) holds. By using a partition 
of unity, the amplitude function g(x) in (1.1) is often assumed to vanish off an arbitrarily small 
neighborhood of the stationary point x 0; cf. [7, p.4291. Thus we may suppose that the amplitude 
function G(X) also vanishes off an arbitrarily small neighborhood of the origin. Next we observe 
that by Section 4, there is a P-transformation X + Y such that the expansion (5.2) can be 
written in the form 

F(X) =j(x,) + :piY:[l+ \k,(Y)] + a** +&Y,2[1+ !&(Y)], 

where each ‘k;.(Y) is infinitely differentiable in Y with ‘k;(O) = 0. Thus, making the change of 
variables 

ti= Y[l + *,(Y)]1’2, i=l,..., n, (5.3) 

the integral in (5.1) becomes 

(5 4 

where #(t) is the product of G and the absolute value of the Jacobian of the transformation 
involved. Since the domain of integration in (5.1) is only a small neighborhood of the origin in 
the half-space Xi > 0, the integration in (5.4) can be assumed to be over a similar neighborhood 
in the half-space t, > 0. From (5.3), it is easily seen that 

a(r,,...,r,) 
a(t,,...,t,> t=o=l* 

(5.5) 

Hence we may also assume that the Jacobian a( Y,, . . . , Y,)/il (t,, . . . , t,) is positive in the domain 
of integration. Consequently, +(t) is a P-function. Combining (5.5) with (2.8), (2.13) and (4.5), 
we also have 

G(O) = A+%). (5.6) 
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Put IJJ*( t) = exp{ i:X(C~jt,‘)}. The integral in (5.4) becomes 

/I ,M exp(i~$&~~] dt= l,,z(t)k(t) dt. 
1 

If 6 denotes the Fourier transform of +(t) then by inversion 
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(5.7) 

(5.8) 

Since + is a C”-function with compact support, 4 is a rapidly decreasing function, i.e., it 
decreases faster than any polynomial in 7. Inserting (5.8) in (5.7) and interchanging the order of 
integration, we obtain 

where 

w?) = (2nf”,2 f,>ow) e-‘v” dt* J 

(5.9) 

(5 .lO) 

To evaluate \k,( n) asymptotically, we first observe that this function can be written as a product 
of 12 one-dimensional Fourier integrals. For j = 2,. . . , n, the integral with respect to d tj can be 
evaluated in a closed form, and the result gives 

1 
(2#“-i)/2 R”_le J 

-i”“exp{i:“izpjtf} dt, . ..dt. 

We are thus left with the integral 

(2T;l/2 Jome 
-iqltl + tiAp,tf’} dt,, 

(5.11) 

(5.12) 

which, upon making the substitution 7 = tf, can be viewed as the Fourier transform of 

+r -‘I2 exp{ -in1+2) 

on the interval (0, cc) with the variable :Apl. By applying the asymptotic theory given in [5], 
complete with error analysis, to this transform, it can be shown that the integral in (5.12) has the 
asymptotic expansion 

ei(fl/4)wp~ [ 1 i ei(fl/4)wh Vl 1 ,i(V2h*k7)f 1 i ei(3~/4hw~~~ 1 
-- -- 

Oh IF2 2 p-m P2 z2 I Pl I 
X + 36 ]111 I 312 ~3/2 + ’ *. 1 

(5.13) 
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as X -+ cc. The pth remainder associated with this expansion is bounded by Mp(n1)h-P/2, and 
Mp(nl) is a polynomial in ni of degree p. Combining this result with (5.11) gives 

(5.14) 

where p,( 7) is a homogeneous polynomial in n of degree s and the remainder is bounded by 
h--p/2 multiplied by a polynomial in n. The first few coefficients are given by 

Inserting (5.14) in (5.9) and integrating term by term, we obtain 

/ t, >o 
+(t> exP{ iih,$lll,f:) dt 

(5.15) 

(5.16) 

where 

Recall that det A = pi . - . p, and u = sgn p1 + . - - + sgn pn, and observe that d, can be viewed 
as the inverse Fourier transform of (2n)“j2[ p,( -D)+]^ evaluated at t = 0, where p,(D) is the 
differential operator obtained from the polynomial p,(q) by replacing n = (vi,. . . , 17,) by 

D= 

Coupling (5.4) and (5.16) yields 

I(h) - (F)n’2jdet Al-l/2 exp{iV(xo) + i&r} f pS(-D)$(0)X-“/2. (5.17) 
s=o 

In view of (5.6) and the first equation in (5.15), the desired approximation (2.14) now follows by 
taking the leading term in (5.17). 
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